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Abstract

Predictive toxicology plays an important role in the assessment of toxicity of chemicals and the drug development process. While there are several well-established in vitro and in vivo assays that are suitable for predictive toxicology, recent advances in high-throughput analytical technologies and model systems are expected to have a major impact on the field of predictive toxicology. This commentary provides an overview of the state of the current science and a brief discussion on future perspectives for the field of predictive toxicology for human toxicity. Computational models for predictive toxicology, needs for further refinement and obstacles to expand computational models to include additional classes of chemical compounds are highlighted. Functional and comparative genomics approaches in predictive toxicology are discussed with an emphasis on successful utilization of recently developed model systems for high-throughput analysis. The advantages of three-dimensional model systems and stem cells and their use in predictive toxicity testing are also described.
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INTRODUCTION

A variety of well-established and validated in vitro and in vivo assays have been used successfully in predictive toxicology testing. The Ames test, mouse lymphoma assay, in
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vitro chromosome aberration test, in vitro micronucleus (MN) assay, and in vivo assays for toxicity, genotoxicity, carcinogenicity, and reproduction toxicity are some of the commonly used assays in predictive toxicology. While these assays have evolved and have been modified for specificity, sensitivity, and high-throughput capabilities, there are several inherent disadvantages that relate to predictive power, relevance to route of exposure, lack of complexity, and cell type specific effects that relate to mammalian tissues (in vitro assays), and species specific differences (rodent vs. human) that limit extrapolation to human toxicity.

Recent advances in high-throughput sequencing, computational biology, bioinformatics, and cell biology assay development have provided important avenues to predict the toxicity of chemicals. The newly developed approaches have the advantages relating to in silico approaches that circumvent laboratory assays for initial analysis, use of relevant target cells, ability to mimic physiological conditions, mechanism based predictive power, and systems biology-based analysis. Further development of predictive toxicology methodologies and the rational combination of such approaches is expected to be cost effective, accurate, and reduce time in the chemical product/drug development pipeline. This commentary reviews the recent developments and emerging areas in predictive toxicology that includes computational approaches, model systems, and genomic approaches and discusses the challenges in the field.

**PREDICTIVE TOXICOLOGY—NEEDS AND CHALLENGES**

The use of predictive methods in genetic toxicology has been around for over three decades. As a result, these methods have gained a great degree of success in predicting genotoxicity of a novel compound based on a surrogate set of information. Indeed, the Ames assay was developed as a surrogate to identify carcinogens, and thus, reduce the need for long and expensive in vivo experiments to determine carcinogenic risk from exposure to chemicals [Ames et al., 1975]. The late 1980s saw the rising development of computational methods to predict the Ames assay based on the chemical structure of a compound and since then numerous methods and models have been developed in this area. These computational approaches have now reached a stage of maturity and acceptance whereby they are being proposed for inclusion in an international regulatory guideline as part of a screening cascade to detect low-level genotoxic impurities in drug products. The ideal model is one that has both high specificity that correctly identifies true negatives with few false positives and high sensitivity, correctly identifying true positives with few false negatives. In reality, however, computational models tend to have either high sensitivity or high specificity but not both. This stems from an incomplete understanding of the effects of chemical substitutions on reactivity and/or a compound’s susceptibility to metabolic activation.

There are numerous ways in which computational methods can be applied in practice. At one end of the spectrum, computational models may be applied as a first pass filter to remove any obvious “bad actors” from a large set of molecules prior to further screening and investigation. In this scenario, computational models tend to focus on minimizing false positives and accepting the presence of false negatives, that is, compounds predicted to be negative that later turn out to be positive when tested, on the basis that these compounds will
be detected prior to exposing human subjects to the chemical. At the opposite end of the spectrum, models may be used to detect potential hazards presented by exposure to low levels of a compound where the focus would be to minimize the number of false negatives and tolerate higher false-positive rates as this would minimize the health risks to humans from exposure.

APPLICATIONS TO GENOTOXICITY PREDICTION

Numerous computational models exist for predicting the mutagenic potential of a compound and the relative performances of these have been well-studied in the public literature [Naven et al., 2012]. Performance measures are, however, dataset-dependent and some models perform well for one set of compounds as they are well represented in the model’s training set but maybe less well when used on compound sets that are outside of the model’s experience, commonly referred to as its applicability domain. Some modeling approaches try to distinguish between active and inactive molecules by looking for features, either structural or chemical physical properties, that are more associated with activity than inactivity, therefore, a model may predict inactivity by inference from the absence of properties that cause activity. These approaches rely heavily on having enough examples in their training sets to establish with high confidence that absence of known activity is indeed synonymous with inactivity. This requires accurate definition of the applicability domain, a scientifically challenging and often subjective exercise, especially with systems that use expert-derived rules or structural alerts.

Extrapolation across compounds that contain a small functional DNA-reactive group is quite legitimate when the basic rules of chemical reactivity are upheld. These can span across compounds that would be considered quite dissimilar by conventional methods of measuring chemical similarity, for example, using knowledge of the mechanism behind the mutagenic activity of ptaquiloside to predict the mutagenic potential of CC-1065 and similar analogues (Fig. 1).

Similarly, extrapolating beyond the current descriptor space within a quantitative structure–activity relationship model may be perfectly legitimate in some cases, for example, where a particular descriptor has no bearing on the activity of the molecule. This, however, could be context-dependent and only be true for one class of compounds but not another. The problem of defining chemical similarity is especially challenging when the mechanism of action is chemical reactivity and, to date, no methods have been developed that adequately address and resolve this.

A further complication of defining applicability domains of models for mutagenicity prediction is that some compounds can cause mutagenicity through mechanisms other than direct DNA-reactivity (see below). This will undoubtedly introduce activity relationships with descriptors that are quite different from those where chemical reactivity is the primary mechanism of action. One solution to this problem lies in human intervention (expert opinion) when assessing the predictions from a computational platform. This human judgment is the only way to ensure that the model has either not over extrapolated from one
compound to another (i.e., has not made a false-positive prediction) or has not been overly cautious and made a false-negative prediction.

A largely overlooked aspect of chemical entity/DNA binding is that which occurs in a noncovalent fashion, for example, by hydrogen bonding-associated intercalation or groove binding. Noncovalent binding has been the subject of a recent Special issue of mutation research [Snyder, 2007] within which the chemistry [Strekowski and Wilson, 2007] and the biology [Ferguson and Denny, 2007; Hoffmann et al., 2007; Nelson et al., 2007] of such interactions are discussed. In addition, the evidence in favor of a directed evolutionary process driving small molecule intercalation in a regulatory role [Hendry et al., 2007] and the involvement of topoisomerases in the genotoxicity of intercalating agents is presented. There seems little doubt that we are just beginning to appreciate the likely importance of noncovalent DNA interactions. This said, we do not have a lot of tools, either experimental or in silico that allow us to determine if a particular drug or chemical has the three-dimensional (3-D) structure and charge distribution that would facilitate intercalation or groove binding. Moreover, as much of the work in this field is still in its infancy, it has been understandably difficult for industry, in particular, to champion the development of methods to detect possible new classes of genotoxic compounds. Nevertheless, the absence of acceptable and compelling explanations for the genotoxicity (primarily clastogenicity) of over 80 marketed pharmaceuticals not possessing classically recognized structural alerts as first elucidated by Ashby et al. [1989], suggests that there must be other mechanisms of genotoxicity that we have yet to identify.

Without question, some of these discrepancies are explained by general or specific perturbances of DNA metabolic processes perhaps not even requiring direct chemical/DNA interaction, for example, inhibition of DNA polymerase, ribonucleotide reductase, histone processing, and DNA topoisomerase. But growing evidence suggests a central role for noncovalent DNA interaction. Early DNA docking studies coupled with cell-based bleomycin amplification assays in V79 and other cell systems [Snyder and Strekowski, 1999; Snyder et al., 2004] identified “atypically” structured molecules, that is, not classical fused tricyclics, that appeared to be clastogenic through intercalation into DNA. The use of catalytic inhibitors of topoisomerase II in these cell-based systems, further suggested that the clastogenicity was, in many cases, due to topoisomerase inhibition [Snyder, 2000; Snyder and Arnone, 2002]. More recently, over 1,350 launched drugs from the MDL drg data reports database from Accelrys (http://accelrys.com/products/databases/bioactivity/mddr.html) were docked with 10 different DNA sequences and two human topoisomerase II ATP binding sites using two independent programs, Autodock and Surflex, which model noncovalent DNA binding by charge and shape, respectively. These in silico studies confirmed the broad capability of a number of previously unexpected molecular scaffolds and chemical features to intercalate into DNA [Snyder et al., 2013]. Included among these scaffolds are first generation antihistamines, antiestrogens such as tamoxifen and benzimidazoles; structural features of apparent importance include N-dialkyl and N-ortho aryl ketones. The studies also revealed intriguing aspects of topoisomerase binding, specifically that of steroids and vitamin D analogues, which quite likely form the basis for
the long appreciated but not understood class-specific genotoxicity of these drugs and chemicals.

Additional *in silico* and in vitro/in vivo studies must be directed toward confirmation and expansion of these findings and underlying mechanisms of genotoxicity. It is anticipated that noncovalent DNA interaction, particularly that resulting in perturbation of DNA topoisomerase activity, will be a major motif among nonclassical intercalating agents as it has been for classical fused tricyclics. Studies are underway evaluating the practical value of incorporation of these DNA docking scores into Leadscope Model Applier (http://www.leadscope.com). Extension of the proposed important structural features identified in the drug docking exercise to the much larger database would provide additional compelling reason to consider inclusion of noncovalent DNA binding data to *in silico* systems.

**FUNCTIONAL AND COMPARATIVE GENOMICS: SYSTEMATIC SCREENING FOR GENES AND PATHWAYS INVOLVED IN HUMAN SUSCEPTIBILITY TO CHEMICAL EXPOSURES**

Genetic variation likely underlies a significant proportion of the individual variation in human susceptibility to toxicants [Aldridge et al., 2003] by influencing processes such as metabolism, oxidative stress, DNA damage response, and repair. Characterization of this genetic variability, which is currently not well-understood, will enable more accurate chemical exposure risk assessment [Dorne, 2009; Guyton et al., 2009] and the identification of subgroups of individuals at greater risk of disease resulting from exposure to toxicants. The main approaches to identifying gene–environment interactions in toxicant-mediated disease are candidate gene association studies and genome-wide association studies (GWAS), which test for an association of a subset of genes or pathways or all genes, respectively, with a toxicant-related phenotypic outcome. These approaches are limited by insufficient knowledge of a priori genes (candidate approach) and a requirement for large exposed and control populations and associated expenses. Alternative approaches are, therefore, needed to identify human susceptibility genes.

Recently, innovative in vitro functional genomics testing systems have been developed, including a targeted approach assessing DNA damage and repair pathways in chicken DT40 B-lymphocytes [Yamazoe et al., 2004; Evans et al., 2010] and untargeted functional screening assays in yeast [North and Vulpe, 2010] and, more recently, in near-haploid human cells (KBM7) [Carette et al., 2009] and mouse haploid embryonic stem cells [ESC; Elling et al., 2011]. These systematic approaches use large-scale gene disruption or insertion techniques to generate null allele mutants in specific pathways, for example, DNA-repair-deficient clones in DT40 cells, or in all nonessential genes, for example, parallel deletion analysis [PDA] in yeast and insertional mutagenesis in human haploid cells. Genes that are essential for cell survival are easily identified by comparing cellular proliferation in wild type and mutant cells exposed to toxic chemicals. The yeast and haploid cell systems are high-throughput, cell survival bioassays. Comparative genomic and computational analyses are used to identify corresponding human susceptibility genes. A novel functional genomics approach has been developed that combines functional screening in yeast and human.
haploid cells with targeted follow up analyses in mammalian cells, to identify human susceptibility genes involved in arsenic, benzene, and formaldehyde toxicity, as detailed in the following section. It is envisioned that these types of approaches will enable the discovery of susceptibility genes and associated toxicity mechanisms, as an alternative or complement to candidate gene association studies and GWAS.

**DNA-REPAIR PATHWAYS IN CHICKEN DT40 B-LYMPHOCYTES**

The DT40 cell line, established from chicken B-lymphocytes and conditionally null for essential genes, was used to establish a unique higher eukaryotic system for comprehensive reverse genetic analysis of gene function [Yamazoe et al., 2004]. Isogenic mutant clones of all known DNA damage response pathways are available [Buerstedde and Takeda, 1991]. Its remarkably stable phenotype and karyotype, long S phase and lack of a G1/S checkpoint, make the DT40 system useful for testing DNA damaging agents. Ridpath et al. [2007] reported hypersensitivity to plasma levels of formaldehyde, a carcinogen and recently classified leukemogen, in DT40 mutants deficient in the BRCA/FANC and homologous recombination (HR) pathways. Recently, using human lymphoblast cell models of FANCD2 deficiency (PD20 cells) and sufficiency (PD20-D2 cells), it was shown that FANCD2 protein and the Fanconi anemia pathway are essential to protect human lymphoblastoid cells against formaldehyde toxicity [Ren et al., 2013].

Using a quantitative and high-throughput DT40 screening assay, Ji et al. [2009] screened genotoxic environmental contaminants and found that sodium meta-arsenite induced at least two types of damage: chromosomal breaks and UV photoproduct-like DNA lesions. Their assay measured cellular proliferation during exposure of cells to chemical compounds, offered enhanced sensitivity through the use of genetically defined and phenotypically characterized mutants defective in DNA repair pathways and minimization of false-negative outcomes through the use of DNA repair proficient wild type cells as a negative control [Ji et al., 2009; Evans et al., 2010]. Despite these assay improvements, the DT40 system is limited by the fact that it is a genetic and not a genomic screen.

**YEAST PDA APPROACH**

*Saccharomyces cerevisiae* is a good model for human and higher eukaryote disease and toxicity testing, as yeast has functional orthologues of many human disease genes. PDA is a powerful technique that allows for the quantitative analysis of the fitness of every deletion strain, representing all nonessential genes, simultaneously [North and Vulpe, 2010]. This approach has been used to identify genes involved in susceptibility to toxicity and prioritize Superfund chemicals including arsenic [Jo et al., 2009a,b] and benzene metabolites [North et al., 2011, 2014]. Through comparative genomic and computational analysis, several candidate human susceptibility genes were identified for potential analysis in single nucleotide polymorphism association studies [Lan et al., 2009]. Several such candidate genes were evaluated for their roles in human susceptibility to toxicity to specific compounds in exposed human cells using RNAi [Galvan et al., 2008; Jo et al., 2009a,b; Ren et al., 2009].
Arsenic

N6AMT1 (N-6 adenine-specific DNA methyltransferase 1, putative) and MYST1 (MYST histone acetyltransferase 1) are genes that play an important role in arsenic methylation and histone acetylation, respectively. Results from studies in yeast [Jo et al., 2009a,b] and validation in mammalian cells [Ren et al., 2011] suggested that N6AMT1 and MYST1 are candidate human susceptibility genes involved in arsenic toxicity. Studies are undergoing for investigating the biochemical roles of these two proteins in in vitro studies and examining the role of N6AMT1 polymorphisms in susceptibility to lung cancer associated with arsenic exposure in DNA samples from a case control study conducted in Chile. In fact, a very recent study has reported that N6AMT1 polymorphisms were associated with arsenic methylation in Andean women, independent of AS3MT [Harari et al., 2013].

Benzene

Yeast genes and pathways that modulate the cellular toxicity of three of the phenolic metabolites of benzene, hydroquinone (HQ), catechol and 1,2,4-benzenetriol have been identified [North et al., 2011]. Benzene metabolites generate oxidative and cytoskeletal stress and tolerance requires correct regulation of iron homeostasis and the vacuolar ATPase. It was found that IRA2, a yeast orthologue of the human tumor suppressor gene neurofibromin (NF1) and a modulator of Ras signaling, was required for tolerance to HQ [North et al., 2011]. A follow up study found that HQ toxicity is modulated by Ras signaling and that NF1 knockout mice exhibited both increased levels of DNA damage in erythroid progenitors and increased proliferation of CFU-GM progenitors on exposure to HQ, compared to wild type mice, which together could increase risk of myeloid disease [North et al., 2014].

Formaldehyde

de Graaf et al. [2009] used an alternative quantitative yeast screening methodology than the system employed by [North and Vulpe, 2010] to screen for genes involved in formaldehyde toxicity. They identified genes in the DNA repair and tolerance pathways that confer formaldehyde resistance under acute and chronic exposure conditions. Following chronic low-dose exposure, strains containing deletions in genes mediating HR showed the greatest sensitivity. Following acute formaldehyde exposure, repair and/or tolerance of DNA-protein crosslinks was reportedly mediated by nucleotide excision repair without the accumulation of double-strand breaks.

HAPLOID SCREENING SYSTEMS

Human Haploid Cell Line

Though genome-wide, the yeast screening approach is restricted to identifying mammalian genes with yeast homologues or orthologues. Recently, a human near-haploid cell (KBM7)-based insertional mutagenesis system that conceptually parallels the yeast system and screens directly for human susceptible genes was developed from a derivative of a chronic myeloid leukemia cell line [Carette et al., 2009]. Furthermore, a library of null mutants for most nonessential genes, that is, genes that are nonessential to the survival of the cells under normal conditions, (KBM7-Mu) was created. This system can identify genes whose
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insertional disruption allows cells to survive and proliferate in a selective environment. Using this approach, Carette et al. focused on host–pathogen biology and identified genes involved in susceptibility to influenza infection and diphtheria toxin and exotoxin A cytotoxicity.

**Mouse Haploid ESC**

A mouse ESC screening system is being established that will combine the power of a haploid genome with the pluripotency of ESC to identify susceptibility to toxicants in relevant cell types, such as hematopoietic stem and progenitor cells in the case of leukemia, at a genomic scale as described by Elling et al. [2011] and others [Leeb and Wutz, 2011; Leeb et al., 2012; Li et al., 2012; Yang et al., 2012; Zhang and Teng, 2013]. Elling et al. [2011] reported the generation of haploid mouse ESC lines, which carry 20 chromosomes, express stem cell markers, and develop into all germ layers in vitro and in vivo, from parthenogenetic embryos. They also developed a reversible mutagenesis protocol that allows saturated genetic recessive screens and results in homozygous alleles.

The selection of additional genes from the chicken, yeast and human haploid screening systems for validation in mammalian cell lines and knockout mice and in human population studies is continuing and is expanding the experimental models that are available. Additionally, a mouse ESC screening system is being established. Together, the screening approaches described here have the potential to identify human genes involved in susceptibility to toxicants and to elucidate mechanisms of toxicity.

**3-D MODELS IN PREDICTIVE TESTING FOR HUMAN TOXICITY**

Standard 2-D cell cultures are most commonly used in current in vitro toxicology testing strategies. Extrapolating from cell cultures to the in vivo situation can be challenging, however, since p53 deficient cell lines, cell lines lacking DNA repair and normal cells are often used, exposures in 2-D cultures are nonphysiological, natural cell–cell and cell–matrix interactions are missing, and exogenous metabolic activation is typically added that is not representative of normal metabolism. Chemicals that are positive in in vitro assays are typically tested further in in vivo assays which are costly, time consuming, and not consistent with the 3Rs: Refine, Reduce, Replace, to eliminate/reduce animal tests. For some chemicals, in vivo testing is not permitted, such as by the seventh Amendment to the EU Cosmetics Directive: ban on in vivo genotoxicity testing March 2009. Due to the limitations of 2-D cell cultures, and limits on in vivo assays, 3-D tissue constructs for toxicity testing are receiving increased interest.

3-D tissue constructs demonstrate “in vivo-like” behavior for key parameters like cell viability, proliferation, differentiation, morphology, metabolism gene, and protein expression, as well as metabolic function. 3-D tissue constructs can be very simple (e.g., epidermal skin models with only one cell type) to very complex (e.g., vascularized human liver model). Generally the more complex models will be more in vivo-like, with the downside being that they become more difficult to handle and more expensive.
3-D skin models have been successfully established for testing corrosivity, irritation, and genotoxicity. Skin models are particularly relevant since skin has the highest exposure to many chemicals, drugs, including cosmetics. 3-D skin models represent more relevant exposure/toxicokinetics/penetration versus in vitro cell cultures and more relevant metabolism compared to the S9 typically added to in vitro cell cultures. A MN assay in the 3-D human reconstructed EpiDerm™ skin model (reconstructed skin micronucleus) has been developed, which is currently part of a global prevalidation project sponsored by the Cosmetics European Association (formerly COLIPA), and the European Center for Validation of Alternative Methods (ECVAM) [Curren et al., 2006; Hu et al., 2009; Mun et al., 2009; Dahl et al., 2011]. Results to date demonstrate international interlaboratory and interexperimental reproducibility of the assay [Aardema et al., 2010] and its utility for chemicals that require metabolic activation [Aardema et al., 2013]. The 3-D skin MN assay is robust and has recently been established as a GLP assay at Bio-Reliance Corporation. The use of reconstructed skin [RS] models for genotoxicity assessment of dermally applied cosmetics was recently described [Pfuhler et al., 2010].

A 3-D skin Comet assay is also under development [Reus et al., 2013]. Genotoxicity results in other 3-D tissue models including EpiOcular, Cornea-FT, EpiVaginal, EpiVaginal-FT, Epi-Airway, and EpiOral, has been presented at various meetings by Yulia Kaluzhny, MatTek Corporation, Ashland, MA. In another skin model, Stratatech demonstrated UV-induction of thymidine dimers [Rasmussen et al., 2010]. Because of the clear benefits, 3-D tissue models will increasingly be used in toxicology testing to identify potential hazards in a variety of target tissues, to investigate toxicological mechanisms and to help extrapolate from in vitro cell cultures to results in animals and humans.

### STEM CELLS IN PREDICTIVE TESTING FOR HUMAN TOXICITY

Toxicity during drug development represents between 30–40% of the drug attrition rate [Kola and Landis, 2004; Mahajan and Gupta, 2010]. Despite a better understanding of biological systems and improved technology, this rate does not appear to have declined over years. There may be many reasons for this. For example, the requirement to use animal models to predict a response in human patients does not usually correlate. The use of human cell lines as targets rather than primary cell targets can lead to false conclusions. Potential toxicity may also be missed due to lack of knowledge and/or understanding of the biology and physiology involved in how a system is regulated and/or failure to measure toxicity correctly due to incorrect assays.

Recently, there has been an effort to use new cell models to predict toxicity. These models incorporate the use of stem cells [Sison-Young et al., 2012]. There is a considerable amount of “hype” involving the use of stem cells. That “hype” concerns so-called nondefinitive stem cell systems that include ESC, induced pluripotent stem (iPS) cells and even primordial germ cells. These are “nondefinitive” systems because they have the potential to produce cells of virtually any of the primary, definitive cell systems. To do this, however, these nondefinitive stem cells must first produce stem cells of the “definitive” system that will allow for the production of functionally, mature end cells of that system. Definitive stem cell systems can be divided into continuously and partially proliferating systems. These systems
are “definitive” because they are essentially “locked” into producing functionally, mature end cells that represent a specific organ or tissue. Partially proliferating stem cell systems include, but are not limited to, the production of hepatocytes, renal cells, lung cells, cardiomyocytes, insulin-producing cells, and neural/neuronal cells. Continuously proliferating stem cell systems include lympho-hematopoietic cells, gastrointestinal cells, cells of the reproductive organs, hair and skin cells, epithelial cells of the eye, and even mesenchymal stem/stromal cells (MSC). Technology has now been able to “unlock” cells from a primary, definitive system, return them to a pluripotent stem cell status (iPS), and then reprogram them into cells of a completely different lineage [Yamanaka, 2007; Aksoy and Stanton, 2013]. Such is the case, for example, with iPS-derived cardiomyocytes and hepatocytes.

Although considerable effort has gone into demonstrating that ES- or iPS-derived cells are similar to their fresh, primary counterparts, and that they can be produced in bulk with consistent quality, it is unlikely that these end cells will help reduce the drug attrition rate. However, the use of stem cells as the targets for toxicity focuses attention at the source and at a level in cellular development that has only been possible in a rare number of instances. Human ES cells as a target cell model for predicting, for example, developmental toxicity has yet to be conclusively demonstrated [Riebeling et al., 2012]. Conversely, use of primary, definitive hematopoietic stem cells has not only been shown to be highly predictive of the “global” response of the system as a whole and the effect of agents on individual cell lineages [Rich and Hall, 2005] but also a high concordance between in vitro and in vivo results can also be expected [Olaharski et al., 2009]. This system can be used as a model to illustrate how predictive in vitro stem cell toxicology could be used to reduce drug attrition rates during drug development.

Predictive in vitro stem cell toxicology is the ability to predict and identify potential in vivo toxic effects to a biological system before the system becomes partially or completely damaged causing a life-threatening situation. It follows that to achieve this predictive ability, not only must a thorough knowledge-base of the biological system be available, but a good understanding of the properties of the stem cells that give rise to this system must be known. Unlike nondefinitive stem cell systems, primary, definitive stem cells represent only a very small population (<0.01%) within the tissue or organ. The small number of definitive stem cells does not usually allow them to be morphologically identified. As a consequence, the ability of stem cells to proliferate is used as an identifying functional property. Indeed, stem cells exhibit the greatest proliferation ability and potential of all cells in the body. Within the stem cell compartment of any definitive system, the stem cells can be characterized by different degrees of proliferation potential. The greater the proliferation potential, the more primitive the stem cell population. It is these properties that were used to develop the hemotoxicity assays via luminescence output (HALO) predictive hemotoxicity platform, an in vitro, high throughput and fully validated screening assay system capable of detecting up to seven different hematopoietic stem cell populations from at least eight species (human, nonhuman primate, horse, pig, sheep, dog, rat, and mouse) [Rich and Hall, 2005].

All too often, however, the focus is not on stem cell toxicity, but on downstream cell population toxicity. For example, anticancer, anti-inflammatory, and antiviral drugs and
many other agents cause neutropenia. However, just testing the response of primitive progenitor cells, in this case granulocyte-macrophage progenitor cells, often does not provide the whole toxicity story. Only a very small aspect of the total toxicity can be addressed when a single lineage is studied. This is because the majority of agents affect more than one cell lineage. When this occurs, the target is not the differentiation lineage, but the common stem cells that feed into the different lineages.; the effect may occur at different levels, but the net result can be quite different and more significant to that expected from toxicity to a single lineage [Harper and Rich, 2013]. This is a potentially more dangerous situation. The stem cells usually exhibit greater sensitivity to potential cytotoxic agents than any of their downstream-derived cells. Cytotoxicity at the stem cell level can result in the complete eradication of both the lymphopoietic and hematopoietic systems. This is why stem cell toxicity testing is so important; it not only provides a “global” view of how the system will respond to an insult and predict the effect on mature population(s), but also provides invaluable information regarding the status of the cells that are responsible for maintaining the system.

The predictive hemotoxicity platform as well as other in vitro toxicity platforms, such as those for immune cells (ImmunoGlo-Tox HT), MSC (MSCGlo-Tox HT), and other primary stem cells as well as ESC and iP cells (XVPrime-Tox HT), all incorporate the ability to multiplex with other assay systems (e.g., flow cytometry, gene expression analysis, and mechanism of action) providing more information on potential toxicity using the same sample. However, they also have the capability to compare the response of primary normal tissue with primary diseased tissue or even matched samples, thereby providing the ability to estimate the therapeutic index of a drug. More recently, the HALO platform has been adapted to measure both cytotoxicity and genotoxicity, using a flow cytometric MN assay, for hematopoietic stem cells. This provides the first example of a genotoxicity assay specifically developed for a definitive stem cell system. Thus, the ability to measure both cytotoxicity and genotoxicity in stem cells not only increases the already highly predictive capability of the assay platform, but also provides the potential to predict tumorgenicity within a specific biological system.

CONCLUSIONS AND FUTURE PERSPECTIVES

The well-established and currently used in vitro and in vivo assays have been instrumental in our understanding of the toxicity of chemicals and their mode of action in humans. These assays have provided the foundation for the development and evolution of computational approaches that are capable of predicting the toxicity of chemicals and chemical classes. Further, refinement of computational methods to include a wider range of mode of action variables are needed to expand their utility in predicting toxicity of chemicals. Coincidentally, recent developments in high-throughput assays coupled with novel in vitro model systems and genomic analyses have provided us the opportunity of interrogating mechanisms of toxicity on a systems biology level. The possibility of analyzing pathways of toxicity at the molecular level has enormous implications for the future development of computational models that can predict toxicity based on measurable molecular and cellular readouts (gene expression, proliferation, and so forth) and extrapolating to chemical structures and classes. In addition to the advances in computational approaches and high-
throughput assay protocols, in vitro 3-D model systems that are able to closely mimic physiological conditions and cell types have also been developed and are being validated. Such models provide an important avenue for surrogate analysis and prediction of toxicity of chemicals that can possibly replace the in vivo testing for at least a certain class of compounds (e.g., cosmetics). Complementing the aforementioned models and approaches, the successful development and use of definitive stem cell systems from humans (as well as other species) to predict cytotoxicity and genotoxicity is expected to provide additional insights on the effects of chemicals within the stem cell compartment.

In summary, a variety of emerging computational approaches, high-throughput screening assays and model systems are beginning to provide a comprehensive and clinically relevant data on toxicity. Further, refinement and integration of these approaches will be important step toward strengthening our ability to predict the toxicity of chemicals.
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Fig. 1.
The mechanism of ptaquiloside genotoxicity and its extrapolation to CC-1065. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]